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Abstract

This report presents results of the tests messuring the performance
of multithreaded file trandfers, usng the GridFTP implementation of
the Globus project over the NorduGrid network resources. Point to
point WAN tests, carried out between the sites of Copenhagen, Lund,
Odo and Uppsda, are described. It was found that multiple threaded
download via the high peformance GridFTP protocol can
sgnificantly improvefile trander performance.






1. Introduction

A scure, rdiable, fident and high performance data trandfer mechanism over high-bandwidth
wide area networks is a key component of any kind of Grid infrastructure. The Globus
metacomputing project [1] has proposed the GridFTP protocol [2] which contains extendonsto
the sandard highly popular FTP protocol, in order to meet the requirements of high
performance wide area data movement. Ther extended file transfer protocol supports the
following festures:

Grid Security Infragtructure (GSl) [3]
patid filetrander

third-party (from server to sarver) trander
automatic negotiation of TCP buffer Szes
pardld (multi-threaded) datatransfer.

The Globus team has provided software implementation of ther protocol in terms of production
libraries and tools. The GridFTP code used was the apha4 rdease, checked out from the
Globus CVS [4]. All the new festures except for the TCP buffer negotigtion, has been
implemented, and the code will be apart of the Globus 2 rdease [5].

The purpose of thisinvestigation was to examine the dphardease of the GridFTP code, test and
compare its performance to sandard FTP file transfer within the framework of the Nordic
Testbed for Wide Area Computing and DataHandling (the NorduGrid project) [6]. Becausethe
GridFTP will be the underlying datatransfer engine of many Grid projects, it isvery important to
have a firg-hand experience of its performance and capabilities over the NorduGrid hardware
and network resources. Particularly interesting issue is the expected performance improvements
due to the new pardld transfer mechaniam of the GridFTP protocal. It is well-known thet the
utilization of pardld dreams in data transfer over high speed WAN connections is a feesble
solution to overcome the TCP buffer 9ze limitations without the necessity of the modifications
of any sengtive TCP sysem parameters [7], therefore pardld streams can lead to a sgnificant
improvement in data throughput. Although severd multi-threeded file trandfer dlientsexist based
on the sngle-threeded FTP protocol, the Globus Project's GridFTP implementetion is one of a
very few, which support pardld sreams on the protocol levd. In the tests presented here, the
pardld GridFTP performance over the NorduGrid network have been measured.

2. Test environment

Four NorduGrid stes, Copenhagen, Lund, Odo and Uppsda, have been participaing in the
tests. The Stes are connected via the high speed Nordunet network [8], the actud network
configuraionisgivenin Fgure 1.

At each dte a dedicated Linux server (the Globus gatekeeper of the locad Grid duder) as a
GridFTP server was used in the investigation. The servers of Lund and Uppsda are connected
through a 100 Mhit/s link to the LAN, the Copenhagen server has a Gigebit connection, while
the Odo sarver @ thetime of the investigation had only a10 Mbit/s LAN connection.
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Figure 1. Connectivity map of the NorduGrid participating sites

The hardware configuraions of the GridFTP sarvers are liged in Table 1; more detalled
description can be found on the NorduGrid Web-site[9].

The Globus verson 1.1.3014, shipped with the globus-url-copy GridFTP dient, was inddled
and configured on the machines. Each ste ran the GS-enabled Globus-modified verson of the
WU-FTPD server [10]. The particular software configuration of the sarversisliged in Table 2

GridFTP CPU Memory NIC LAN
server connectivity
Lund P-111 1 GHz 512MB |Intd Pro100VM 100 Mhit/s
Uppsala P-111 866 MHz 512MB |Intd Prol00VE 100 Mhit/s
Copenhagen |Dud PIII-933MHz 512 MB | AlteonAceNIC Gigabit | 1 Ghit/s
Ethernet
Odo P-111 866 MHz 128MB | EtherExpressPro100 |10 Mhit/s

Table 1. Hardware specifications of the GridFTP servers



GridFTP server Platform Globustoolkit GridF TP software
Lund Mandrake 8.0 113014 gs-wuftpd-0.5
Uppsdla Redhat 7.1 1.1.3014 gs-wuftpd-0.5
Copenhagen Redhat 6.2 1.1.3b14 gs-wuftpd-0.5
Odo Redhat 7.1 1.1.3014 gs-wuftpd-0.5

Table 2. Installed software versions

3. Method of measur ement

The globus-url-copy tool and the gsi-wuftpd server, asthe GridFTP dlient and server from the
Globus dpha rdease 4, were used, respectivdy. A test file of a Sze of 100 Mbytes was
trandferred among the Stes, Snceit was found that thiswas large enough to average out mogt of
the network fluctuations. During the tests the default TCP seitings were not modified.
Throughput measurements with repect to different number of parald threads were performed
over three different network connections:

L und-Copenhagen (15 router hops)
Lund-Uppsala (9 router hops)

Lund-Odo (11 router hops)

During the invedtigation, it was found thet the background load of the network link had a
sgnificant influence on the download performance: for example, a Sngle-threeded download
time of the test file from Uppsda to Lund could change from 64s in the morning to 284sin the
afternoon. However, for a reasonable period of time (goproximatdy haf an hour) the network
conditions could be considered being sable. During the measurements, it was found that most of
the cases over any given link the downloading time did not vary more than 5%, provided the
downloads were made within 30 minutes. Therefore, in order to diminatethe effect of changing
network load, download times were compared only if the downloads were performed over the
same network link and taken within the same short time intervd; furthermore, dl the
unreconsctructable and outstanding values were discarded. For a gpedific collection of data it
was required thet the difference in the download time of the test file messured a the begining
and at the end of the test session did not exceed 5%: in this way one could assume that the test
downloads were carried out over a rdativey congant network load of the particular network
link.

4. Results

4.1. FTP clients

Beforeinvedigating the pardld performance of the GridFTP protocol and the globus-ur|-copy
client, tests comparing different Linux and MS Windows based FTP dients were carried out.
Downloads were performed from the Uppsda sarver usng different FTP dientsinddled on a
dud booting (Mandrake 8.0 Linux and W2K) P-I11 1 GHz mechine in Lund. Under Linux, the
FTP, NcFTP, Iftp, SSH copy and the Prozilla[11] dientswere tested. The Prozlla gpplicationis
a multi-threaded Linux FTP dient. It is cgpable of opening multiple connections to a server,
where each of the connections downloads a part of afile, and upon completion of downloads,
the partid filesare merged.



After rebooting the machine to W2K, the testswere repested with FTP, Windows Commeander
built-in client, and CuteFTP Pro. The later dient dlows up to 4 padld connections per
tranderredfile
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Figure 2. Download performance of conventional FTP clients

The download performance of the dients were compared to Sngle and multiple threaded
GridFTP downloads. The results are shown in Figure 2 and Figure 3. It can be seen that
multithreaded dients generdly improve the trander time, while Linux dients routindy
outperform those of W2K. The Linux multithreaded downloader Prozilla, athough providing
higher trandfer rates with increasing thread number, generdly consumes too much time during
the recondruction phase, dowing down the  peaformance. GridFTP provides the fastest
downloads dready with 4 threads, and can improve further, providing LAN performance and
the network load dlow for it.
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Figure 3. Download performance of multi-threaded FTP clients



4.2. Lund — Uppsala transfer

The man GridFTP tests were caried out between Lund and Uppsda At both stes the
GridFTP sarvers are connected to thar LAN with a fagt 100 Mbit/s Ethernet link. Lund hes a
155 Mbit/s connection to the Mamo backbone, which is connected via a 622 Mbit/s line to
Stockholm, and Stockholm in turn has a 155 Mhit/slineto Uppsda(see Figure 1).

The network load of the datgpaths on the day of the measurementsis shown in Figures 4 to 6
[12]. Mot of the day (9:00 thru 1:00 CET), the Lund-Mamo link is usudly overloaded
(running & 90-100% of itstotal capedity), while the other two links have a moderate load of
~40%.
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Figure 4. Daily network load of the Malmo-Lund link (percentage of total capacity, in- and outgoing
traffic)
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Figure 5. Daily network load of the Sockhol m-Mzalme mo link (percentage of total capacity, in- and
outgoing traffic)
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Figure 6. Daily network load of the StockhoImUp;E;saIa link (percentage of total capacity, in- and
outgoing traffic)

Two sats of tests were performed: the fird series of transfer measurements were taken in the
morning a a rdativey low network load, while the second was performed over a congested
network a pesk time. The throughput performance of the GridFTP with respect to the number
of padld threads via tranderring the 100 Mbyte test file between Lund and Uppsda was
measured (see Fgure 7).
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Figure 7. Transfer rates for GridFTP downloads between Uppsala and Lund, measured at different
network load

Usage of pardld threads radicdly increesed the trander rate both over the congested and
uncongested network, regardless of the load. The performance was steadily increesing for up to
~64 threads, over 96 threads indabilities and lower trander rates were experienced. Over a
congested network, the throughput with 64 threads increased 780% and 980% respectively in
the two directions, compared to the norma sngle- threeded trandfer. In case of the unloaded
network, the trandfer rate increased from 20 Mbit/s to 60 Mbit/s (Lund to Uppsala), which is
actudly around the maximum throughput of a 100 Mbit/sLAN. This meansthat over the Lund-
Uppsala datapath areedy the LAN performance represents the bottleneck in the multi-threaded
GridFTP downloads
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4.3. Lund — Odo transfer
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Figure 8. GridFTP transfer rates for download from Oslo to Lund

Lund is connected to Odo through the 155 Mbit/s Lund-Mamo, 2.5 Ghit/s Mamo-Stockholm
and 2.5 Ghit/s Stockhdm-Odo links However, the 10 Mbit/s LAN connection of the Odo
sarver was the red bottleneck on the Lund-Odo datgpath. The result of the multithreaded test
downloads from Odo to Lund is shown in Figure 8. The 7 Mbit/s snglethreaded trandfer rateis
dready close to the 10 Mbit/s theoretical maximum, thus the 10 Mbit/s networking bottleneck
serioudy limitsthe functiondlity of the pardld downloads

4.4. Lund — Copenhagen transfer
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Figure 9. GridFTP transfer rates for download from Lund to Copenhagen

The Lund — Copenhagen datdink, despite the geographica neighborhood of the two Stes,
represents the longest network connection in these GridFTP tests (15 router hops). The data
travel from Lund to Stockhalm, then from Stockholm through a 2.5 Ghit/s link to Lyngby, the
Danish Nordunet gateway, and findly arrives to Copenhagen (see Figure 9). Parforming pardld
downloads from Lund to Copenhagen, a throughput gain from 7 Mbit/s to 30 Mbit/s (over a
congested network) was experienced, obtained with 32 threads compared to the sngle
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download rate.

4.5. Third Party Transfers
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Figure 10. GridFTP transfer rates for the third-party (Copenhagen) transfer between Lund and
Uppsala

Fndly, third party trandfer tests from Copenhagen between the servers of Lund and Uppsaa
were made (see Figure 10). The pardld threads resulted in a performance gain Smilar to one of
the case of the direct trandfer (compare Figure 7 and Figure 10). Thetransfer rate increased from
the angle-threaded 15-20 M bit/s up to 50-55 Mhit/s, achieved with 32 threeds.

4.6. Stability issues

In soite of the dpha Satus of the GridFTP software implementation, it was found that the
globus-url-copy dient and the gsi-wuftpd server are rather gable. However, usng more than
hundred pardld Sreams can sometimes cause indabiliies On severd occasons, with large
number of used threeds, the start-up phase of the download froze for severa seconds. Restarting
the trandfer usudly solved the problem. More common undable behavior of the above-100-
threads downloads was the extremely dow completion of the last few hundred kilobytes. On few
occasions, the download process in its finishing state (retrieving the lagt few hundred bytes)
suddenly restarted from the beginning. A generd conclusionisthet the software implementation
for above ca. 100 threads became unrdligble

5. Summary

In this report the high performance GridFTP data trander mechaniam was evauated over the
NorduGrid resources. The tests were manly focused on the performance gain due to the usage
of pardld dreams Another purpose was to compare the performance of the Globus GridFTP
implementation to severd ordinary FTP dients It was found thet the performance of the
conventiond FTP dients differ not more than 20 percent and that the Sngle threeded GridFTP
could ddliver in the samerange.

The multithreaded GridFTP trandfers resulted in a remarkable performance increase of about
600-800 percent, compared to a sngle threeded GridFTP (or conventiona FTP) downloads.
Pardld threads lead to increasad throughput over both congested and unloaded networks. It's
worth to point out that in some of the cases the LAN or the actud hardware configuration
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became the bottleneck in the GridFTP tests. Pardld third party (server to sarver) trandferswere
tested and smilar performance enhancement to direct transfers was achieved.

The tests were by no means exhaudive, many other cases could have been consdered. The
NorduGrid network resources are going to be consderably upgraded at the end of 2001 (the
Lund Mamo and the Copenhagen-Lyngby links) and the tests are planned to be extended using
the upgraded network; moreover adedicated 1GBit/s CERN-Copenhagen link isabout to be set
up for tests purposesin the near future,

The dpha Satus software is proved to be rdativdy sable, Snce irregularities occurred only for
downloads invaving exaggerated amount of threads (above 100). The concluson is that the
multithreaded GridFTP dgnificantly boosted the data throughput over the NorduGrid network
and itiscertainly avery promisng solution for high performance datatrander.
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